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Abstract—An algorithm for LPC parameter optimization in MP-LPC-based speech coders is presented. It is shown that by taking into account the nature of the MP-excitation signal into LPC parameter computation, it is possible to improve the effectiveness of the LPC model. This results in a better quality of the reconstructed signal in terms of both objective and subjective criteria. The implementation details of the algorithm are discussed and experimental results are presented. In particular, a comparison with standard MP-LPC techniques is given.

I. INTRODUCTION

Multipulse LPC-based techniques are effective and efficient methods for high-quality speech coding at medium–low bit rates. Using a recently developed method for optimal multipulse (MP) amplitude computation [1], it is possible to obtain high performance from both the objective and subjective points of view. The power of this method allows even an application to hi-fi music signal coding at low bit-rates (i.e., 128 kbit/s), as it has been recently shown in [2].

There is, however, an intrinsic limit to the corresponding analysis–synthesis coding scheme. Present LPC analysis procedures assume that the input to the all-pole filter is white. In order to greatly improve the signal reconstruction process, it is important to optimize LPC parameters taking into account the particular nature of the excitation signal.

In this paper we present the results obtainable with a method that deals with the problem of optimizing both LPC parameter identification and excitation modeling. It results in a performance improvement of MP-LPC coders, revealing its effectiveness in predictor coefficients and pulse sequence coding. In addition, an efficient solution to LPC parameter reoptimization is given.

II. PARAMETER REOPTIMIZATION

With reference to Fig. 1, the ultimate aim of a MP-LPC scheme is to find a pulse sequence \( u(n) \) and a set of filter parameters \( a_k \) that minimize a perceptually weighted MSE with respect to the reference signal \( s(n) \).

This gives rise to the synthesized signal

\[
\hat{s}(n) = \sum_{k=1}^{p} a_k \hat{s}(n-k) + u(n)
\]

with \( p \) the predictor order. The predictor coefficients \( a_k \) and the excitation signal \( u(n) \) are to be determined in such a way that

\[
\sum_n (s(n) - \hat{s}(n))^2
\]

be minimum. The corresponding problem is highly nonlinear and almost irresolvable for real-time applications. In the commonly used MP-LPC schemes, a set of LPC parameters \( a_k \) is first determined (assuming a white input), and then a pulse sequence \( u(n) \) is derived. Singhal and Atal [3] proposed a sequential strategy to find a (possibly) less approximate solution to the minimization of (2). (Alternative solutions are suggested in [5], [6]). In particular they proposed the reoptimization of \( a_k \) on the basis of the MP sequence, \( u(n) \), found at the first synthesis step, and the successive determination of a new input \( u'(n) \) eventually the procedure could be reiterated. In [3] an interpretation in terms of spectral envelope of the reiterated procedure was given.

This work aimed to test the ultimate effectiveness of such a procedure, and to find an effective way for LPC parameter reoptimization. Starting from the expression of the decoded signal given by (1), an approximation is made, namely, \( \hat{s}(n-k) \approx s(n-k) \). This leads to the following equation for the "reconstructed" signal:

\[
\hat{s}(n) = \sum_{k=1}^{p} a_k s(n-k) + a_{p+1} u(n) + \hat{s}_0(n)
\]

The term \( \hat{s}_0(n) \) represents the free-response corresponding to the predictor computed at the first step. The insertion of \( \hat{s}_0(n) \) makes analysis equation (3) similar to synthesis equation (1) and it was found to slightly improve the performance.

By inserting (3) into (2) and minimizing with respect to \( a_k \), \( k = 1 \ldots p + 1 \), the following system is obtained:

\[
\begin{bmatrix}
\Phi & -
\xi & \\
-\xi' & \Psi_{p+1,p+1} - \
\end{bmatrix}
\begin{bmatrix}
\hat{a}_{p,nw}
\hat{a}_{p+1,nw}
\end{bmatrix} = 
\begin{bmatrix}
\zeta \\
\zeta_{p+1}
\end{bmatrix}
\]

where \( \hat{a}_{p,nw} \) is the vector of predictor coefficients, \( \Phi \) is the covariance matrix, \( \xi \) is the vector containing the cross-correlations between the pulse sequence \( u(n) \) and the reference signal \( s(n) \), \( \Psi_{p+1,p+1} \) is the energy of the pulse sequence, \( \zeta \) is the vector of the cross-correlation between \( s(n) \) and its delayed versions, while \( \zeta_{p+1} \) is the cross-correlation between \( s(n) \) and \( u(n) \) (the symbols used are the same as in [3]). Therefore, after the initial LPC identification step and the MP excitation search, the LPC parameters can be determined by solving (4). A new set of excitation pulses is then recomputed. In the following we shall call \( \{LPC_1, MP_1\} \) the LPC parameters and the excitation sequence determined in the first analysis and synthesis step and \( \{LPC_2, MP_2\} \) the corresponding reoptimized quantities.

It is worth noticing that the determination of the \( LPC_2 \) parameters, through the solution of (4), can be efficiently carried out taking into account the fact that the inversion of the system matrix can be done using the inversion lemma of a partitioned matrix [4]. In particular
the new solution \( \mathbf{a}_{p,\text{new}} \) for LPC2 consists of a linear combination of the old solution \( \mathbf{a}_{p,\text{old}} \) (corresponding to \( \zeta = 0 \)) and an additional term that takes into account the excitation signal \( M_{P_1} \). We shall now focus our attention on the expression of the additional term, which is a vector containing the variations of the predictor coefficients. The solution of the partitioned system is

\[
\mathbf{a}_{p,\text{new}} = \mathbf{a}_{p,\text{old}} + \frac{\zeta}{\zeta^2 - \psi_{p+1}} \mathbf{b} = \mathbf{a}_{p,\text{old}} + K \mathbf{b}
\]  

(5)

where the \( p \)-dimensional vector \( \mathbf{b} \) containing the coefficient variations is given by the solution of linear system

\[
\Phi \mathbf{b} = \zeta.
\]  

(6)

This is efficiently accomplished via the Cholesky factorization of the covariance matrix \( \Phi \) already used in the first step. As a result the vector \( \mathbf{a}_{p,\text{new}} \) is the sum of \( \mathbf{a}_{p,\text{old}} \) and of the correction vector \( \delta' = K \mathbf{b} \):

\[
\mathbf{a}_{p,\text{new}} = \mathbf{a}_{p,\text{old}} + \delta'
\]  

(7)

Using the relationship \( \mathbf{a}_{p,\text{old}} = \Phi^{-1} \zeta \) and (6), (7) can be put into the form

\[
\mathbf{a}_{p,\text{new}} = \Phi^{-1}(\zeta + K \zeta) = \Phi^{-1}\zeta'
\]  

(8)

where the vector \( \zeta' \) has components

\[
\zeta'_i = \sum_n (s(n) + K u(n)) s(n - i) \quad i = 1 \cdots p
\]  

(9)

Equation (9) shows that the \( \mathbf{a}_{p,\text{new}} \) vector is obtained by taking into account, as reference input, the sum of the signal \( s(n) \) and a weighted pulse sequence \( u(n) \).

It is important to point out that the effectiveness of reoptimization is expected to be more evident when the vector \( \zeta \) is distant from the null vector. Really, the more the input pulse sequence tends to be white, the more \( \zeta \) and, consequently, \( \delta \) approaches the null vector: this way the new solution resembles the old one. Since the excitation tends to be white for unvoiced speech and colored (almost periodic) for voiced speech, we should expect the reoptimization procedure to be more effective in the case of voiced speech.

Once the LPC2 parameters are determined, a new excitation sequence \( M_{P_2} \) has to be computed. (It has been verified that in order to improve performance, i.e., S.N.R., it is not sufficient to compute only LPC2, as the couple \( \{\text{LPC}2, M_{P_2}\} \) is usually outperformed by \( \{\text{LPC}1, M_{P_1}\} \).) Then, a choice is made between the two sets of MP-LPC parameters according to the best perceptual matching to the reference signal. Notice that there is no mathematical proof that \( \{\text{LPC}2, M_{P_2}\} \) corresponds to an increase in S.N.R. However, this was found to be true in 85% of the cases. It is worth noting that the final choice allows one to cope also with the eventual and rare (i.e., less than 2% of the cases) stability problems that may occur in the reestimation of LPC2.

Summarizing, the main steps of the procedure are as follows:

- generation of a reference signal, \( s(n) = \tilde{s}_0(n) \);
- determination of LPC1 via the stabilized covariance method [7] and of \( M_{P_1} \) through the usual analysis-by-synthesis scheme;
- efficient recomputation of the LPC2 parameters through the solution of (4) and, then, of \( M_{P_2} \);
- choice between \( \{\text{LPC}1, M_{P_1}\} \) and \( \{\text{LPC}2, M_{P_2}\} \) according to perceptual S.N.R. and to eventual stability problems occurring in LPC2.

III. EXPERIMENTAL RESULTS

The performance of the reoptimized MP-LPC system (referred to as Cholesky optimized multipulse LPC, or CO-MPLPC) corresponding to \( \{\text{LPC}2, M_{P_2}\} \) was tested and compared with that of the MP-LPC codec described in [1]. Six different short English sentences (i.e., about 2 s each) spoken by 4 male and 4 female English speakers were used. The speech database was sampled at 8 kHz. A 20-ms frame length, a 10-order LPC predictor, and various pulse-per-frame densities were used. Objective performance was evaluated using the segmental S.N.R. (SNRSEG), while subjective one was assessed by informal listening tests.

In order to test the interaction between coding and reoptimization, the dependence of the segmental S.N.R. on the pulse density was evaluated in the following three cases:

1. no coding;
2. coding of only \( M_{P_1} \) and \( M_{P_2} \) sequences;
3. coding of the reflection coefficients and of both \( M_{P_1} \) and \( M_{P_2} \) sequences.

In case 1) CO-MPLPC gives some performance improvements, in terms of segmental S.N.R., with respect to MP-LPC. In addition, the lower the pulse density is, the bigger the gain between MP-LPC and CO-MPLPC techniques is: the SNRSEG difference ranges from 0.8 dB at 8 pulses/frame to 0.2 dB at 30 pulses/frame.

In case 2) the pulse sequences were coded according to the following scheme: exact quantization of the pulse locations, a 7-bit logarithmic quantizer for the maximum amplitude, and a 3-bit optimized vector quantizer for the normalized amplitudes. The vector quantizer was built on a training set of 30 minutes of different speakers with the LBG algorithm. For each pulse density, a proper vector quantizer was designed with the same number of bits (i.e., 3 bits). In the CO-MPLPC the second step used as input the quantized version of the excitation sequence, \( M_{P_1} \). The comparison with the
An example is given in Fig. 3, which compares the SNRSEG of CO-MPLPC and MP-LP at 13 pulses/frame, in the sentence "Nanny may know my meaning." The absence of sharp changes and very low minima in CO-MPLPC is evident. The subjective correlate of this fact is a synthesized speech that is perceived "smoother" and without occasional "clicks." The example of Fig. 3 might seem an ad hoc example. As observed by a reviewer it is strongly nasalized, and correspondingly, the all-pole predictor does not work very well. As such, it is conceivable that once the zeros (or excitations) have been determined, at the second step of the algorithm a better pole fit can be found. However, it has to be stressed that in all frames of the speech databases used, the SNR corresponding to COMPLPC was found greater than the one of MPLPC.

IV. CONCLUSIONS

The effectiveness of the reoptimization (along the lines suggested in [3]) of LPC model in a multipulse coder has been evaluated and an efficient solution to predictor parameter reoptimization has been presented.

The main findings of the experiments carried out are that such a technique gives some improvements in terms of average SNRSEG and mainly for speech sounds (e.g., nasals) not adequately represented by an all-pole model.
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Abstract—Redundant computations occur when a set of HMM's is evaluated with respect to an observation string. A formal restructuring of the HMM allows the redundancy to be identified and removed. An $O((1 - \epsilon)^2 N^2)$ complexity HMM results with the "compression index" $\epsilon \in [0, 1)$ depending upon several factors. Isolated-word recognition experiments illustrate.
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