The speech community has been investigating acoustic and temporal properties of overlapping speech for many years. The recent interest in understanding more about this phenomenon is shown with the aim of improving the quality and naturalness of spoken dialog systems. However, the original, and still very relevant, interest was motivated by understanding the dynamics of human-human conversations (e.g., turn-taking). One of the first studies on speech overlap in [1] suggested that turn changes with overlap is a very rare case and occurs as a result of self-selection, projecting turn endings. Whereas, a recent study [2] suggests that overlap is in fact a frequent phenomenon and is much more than just a turn-taking signal. In everyday conversation, speech overlap phenomena are discourse resources that speakers use for accomplishing their communicative intentions. As noted in [3], non-competitive overlaps indicate a support for the current speaker to continue speaking, whereas competitive overlaps indicate an intention to break the flow of the conversation or to compete for the turns [4].

While most of the previous studies have focused on meeting corpora [5] or other small datasets, we concentrate on spoken conversations collected from a call center, with engaged users and real tasks. The aim of this study is to classify the non-competitive or competitive overlaps by analyzing the distinctive characteristics of different acoustic feature groups. Moreover, to achieve this, we need an operational model for the annotation of overlaps.

Our contribution in this study includes the design of a speech overlap annotation scheme and the automatic classification of competitive vs non-competitive overlapping segments from spoken conversation. While doing so, we analyzed different acoustic feature groups, their combination and an optimal subset by using feature selection.

This paper is organized as follows. An overview of previous studies of overlaps is given in Section 2, followed by the description of the obtained dataset and the annotation scheme in Section 3. In Section 4, we discuss the details of the classification experiments, results and analysis of our findings. Conclusions are provided in Section 6.

2. RELATED WORK

There have been very few studies on the speakers’ competitive and non-competitive turns compared to the other research area dealing with overlaps and turn-taking in spoken conversations. Typical usage of features includes fundamental-frequency (f0) [6], energy [7], or their combination [4] to discriminate competitive and non-competitive overlaps.

In [5, 8], the authors suggest that f0 is the most relevant feature. Other features such as speech rate, cut-offs and repetition are also analyzed by researchers in [9] and observed that it is used by speakers to show competitiveness.

Findings in [10] show the onset-position of the overlap is an important feature along with some temporal features related to the position of overlaps. Whereas in [4], to describe a competitive overlap, author argued that the phonetic design plays an important role rather than its precise location. This claim is later supported by [3, 11]. It is also observed in [11] that competitive overlaps include high pitch and amplitude to grab the attention from the current speaker.

In [12], the authors found that duration is the most distinguishing feature while classifying competitive and non-competitive overlaps using decision tree. The authors in [12] and [13] state that non-competitive overlaps tend to be shorter and resolved soon after the second speaker has recognized the overlap, whereas competitive overlaps are persistent because speakers keep on speaking despite overlapping. In [14], the
Table 1. Data set description. Dur: duration. No. of Inst: number of instances

<table>
<thead>
<tr>
<th>Set</th>
<th>No. of dialog</th>
<th>Dur</th>
<th>No. of Inst</th>
<th>Class Dist</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Cmp</td>
<td>Ncm</td>
</tr>
<tr>
<td>Train</td>
<td>233</td>
<td>3 hrs 27 min</td>
<td>2467</td>
<td>6356</td>
</tr>
<tr>
<td>Test</td>
<td>20</td>
<td>29 mins</td>
<td>238</td>
<td>788</td>
</tr>
</tbody>
</table>

authors used higher-dimensional acoustic feature sets for categorizing overlaps using an unsupervised technique.

Other relevant research includes automatically classifying a word as clean-speech or overlap [15], detecting overlaps [16, 17, 18], interruptions [19], understanding the types of turn-taking and their correlation with speakers’ turn-taking behavior [20] among others.

3. CORPUS AND ANNOTATION SCHEME

3.1. Corpus

The Italian human-human spoken conversations were sampled from large scale call centers conversations providing customer care support. The conversations were recorded over two separate channels at a sample rate of 8 kHz, 16bits and have an average duration of 395 seconds. It consists of 253 conversations with approximately 27 hours, from which we obtained 9858 overlaps segments, for a total duration of 3 hours and 56 minutes. For the experiments, we split our data into training and test sets. Details of the dataset is shown in Table 1. In Figure 1, the distribution of the segments containing overlaps is presented where the median is shown using the dotted and dashed vertical lines.

3.2. Annotation Scheme

The analysis of speech overlap was done by an expert psycholinguist who listened to a set of recorded calls, by applying a systematic direct observation protocol [21], and focused on overlapping speech segments. The observations allowed the psycholinguist to identify different kinds of overlapping speech segments, differing with respects to their pragmatic functions, speaker intentions and linguistic structure. For instance, most of the analyzed conversations showed that overlapping speech segments are co-occurring with greetings at the end of the phone conversation. The occurrences of speech overlap were characterized by significant variations of their prosodic profiles where some of them showed the intention of the intervening speaker to "grab the floor" of the conversation, i.e., to compete with the other speaker in view of controlling the turn taking structure of the dialog. One such case is the tendency of agents to interrupt the customer when they believe to have understood the customer’s question while the latter insists on providing more information. Sometimes, however, the intention to "grab the floor" did not show a competitive attitude of the speaker. For example, several overlapping speech segments sound as being collaborative completions by the intervening speaker. Those occurrences could be classified as one out of several forms of back-channeling phenomena.

On the basis of this observational analysis, we designed the annotation guidelines for segmenting and annotating the speech overlaps with the competitive and non-competitive labels. The annotation guidelines include the following:

1. Each overlapping segment may contain more than one overlap instance of the same category. Instances may be separated from each other with a gap less than 40ms.
2. If a speaker thinks aloud during another speaker's turn that is considered an overlap instance.
3. Co-occurrences of "false start" by both the speakers are considered instances of speech overlap if and only if the segments contain complete words and the annotator can infer the speaker’s intention on the basis of the perceived intonation of speech.
4. Annotators are asked to reject a conversation or ignore segments if they contain poor quality audio, unintelligible speech, background noise, human sounds like cough, sneezes and laughs.
5. The annotator’s judgment includes the appraisal of the speakers’ intention on the basis of supra-segmental variations including speech rhythm, accent and intonation along with peculiarities of the semantic content of the portion.

Using the above guidelines, the annotators were asked to classify the segments into one of the following two categories:

**Competitive (Cmp):** Scenarios where 1) the intervening speaker starts prior to the completion of the current speaker, 2) both the speakers display interest in the turn for themselves, and 3) speakers perceive the overlap as problematic.

**Non-Competitive (Ncm):** Scenarios where 1) another speaker starts in the middle of an ongoing turn, 2) both parties do not show any evidence for grabbing the turn for themselves, 3) speakers perceive the overlap as non-problematic and 4) speakers use it to signal the support for the current speaker’s continuation of speech.
Two expert annotators, Italian native speakers, performed the annotation task. As specified in the guidelines, they manually segmented the speech overlap occurrences and labeled each segment as competitive or non-competitive.

In Table 2, we report two examples of overlap segments with their English translation. The overlap segments are represented in bold form between square brackets and reported tone direction, based on IPA notation [22]. In the first example, the overlap speech segments of speaker S1 and S2 have a falling intonation: S1 hesitates and S2 intervenes for reassuring her. The opposite occurs in the second example: S1 speech has a rising-fall intonation, whereas the tone of S2 speech is constantly rising. S1 is surprised and overwhelmed by the sharp tone of S2.

### 3.3. Evaluation of the Annotation

To assess the reliability of the annotations we calculated inter-annotator agreement by using the kappa statistics [23, 24].

For calculating the agreement two annotators worked independently over a set of 28 spoken conversations randomly extracted from the call center corpus. The amount of spontaneous speech annotated for the inter-annotator agreement test was around 3 hours 17 minutes. The Kappa statistics is extracted from the call center corpus. The amount of spontaneous speech annotated for the inter-annotator agreement test was around 3 hours 17 minutes. The Kappa statistics is highly correlated with the class labels and yet uncorrelated with each other using a best-first-search heuristic.

For the automatic feature selection we used Correlation-based Feature Selection (CFS) [29] and its implementation in Weka [30]. It ranks subsets containing features, which are highly correlated with the class labels and yet uncorrelated with each other using a best-first-search heuristic.

### 4. CLASSIFICATION EXPERIMENTS

#### 4.1. Feature Extraction and Selection

One of the main focuses of this study is to understand the discriminative characteristics of acoustic features in categorizing competitive vs non-competitive overlaps. For this, we have extracted different groups of low-level features using openSMILE [27], motivated by their successful utilization in several paralinguistic tasks discussed in [28]. These sets of acoustic features were extracted with approximately 100 overlapping frames per second and with 25 milliseconds of window. The low-level features are extracted as a group-wise, presented in Table 3. For example, the Prosody (P) group includes pitch, loudness and voice-probability features.

These low-level features are then projected on 24 statistical functionals, which include range, absolute position of max and min, linear and quadratic regression coefficients and their corresponding approximation errors, moments-centroid, variance, standard deviation, skewness, kurtosis, zero crossing rate, peaks, mean peak distance, mean peak, geometric mean of non-zero values and number of non-zeros.

As mentioned in Section 3.1, the overlap segment components appear on the agent and the customer channel recordings. Therefore, we extracted the same number of features from channel-1. \( CH1 = \{a_1, a_2, ..., a_m\} \) and channel-2, \( CH2 = \{b_1, b_2, ..., b_m\} \). Then, merged the features from both channels to form a new feature vector, \( X = \{a_1, a_2, ..., a_m, b_1, b_2, ..., b_m\} \). This procedure is applied for each feature group such as \( P, V, M, E \) and \( S \). Hence, the representation of each group is same as \( X \).

Moreover, we formed a new feature set, \( All = P \cup V \cup M \cup E \cup S \), by merging the feature group, to understand their combined contribution. In addition, we applied automatic feature selection technique to each group, which leads to subset of features for each group, such as \( P', V', M', E' \) and \( S' \). After that, we designed an optimal feature subset, \( \text{FeatSub} = P' \cup V' \cup M' \cup E' \cup S' \).

#### 4.2. Classification and Evaluation

For the classification task, we used Sequential Minimal Optimization (SMO), a support vector machine implementation with its linear kernel and default parameters. To understand the relevance of each feature set for competitiveness and non-competitiveness binary classification task, we designed per-category classifier using SMO.

For the evaluation, there has not been any well-agreed metric for the task. Studies [12] used accuracy as an evaluation measure. It is evident that accuracy is not a good mea-
Table 3. Description of low-level acoustic features and grouped by type.

| Prosody (P): 288 *2 = 576 features |
| Pitch (Fundamental frequency f0, f0-envelope), loudness, voice-probability. |
| Voice-Quality (V): 288 *2 = 576 features |
| Jitter, shimmer, logarithmic harmonics-to-noise ratio (logHNR) |
| MFCC (M): 936*2 = 1872 features |
| Mel-frequency cepstral coefficients (MFCC 0-12) |
| Energy (E): 72*2 = 144 features |
| Logarithmic signal energy from pcm frames |
| Spectral (S): 864*2 = 1728 features |
| Energy in spectral bands (0-250Hz, 0-650Hz, 250-650Hz, 1-4kHz), roll-off points (25%, 50%, 70%, 90%), centroid, flux, max-position and min-position. |

Table 4. Classification results on test set. Precision, Recall and F1 are macro-averaged. Dim.: feature dimension. *: significant change over full feature set with p<0.05. °: significant change over baseline result with p<0.05. All: Full feature set. VQ: Voice Quality. FeatSub: optimal feature subset, selected features from each group and then merged.

<table>
<thead>
<tr>
<th>Features</th>
<th>Dim.</th>
<th>P(Avg)</th>
<th>R(Avg)</th>
<th>F1(Avg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>1</td>
<td>64.4</td>
<td>59.9</td>
<td>62.1</td>
</tr>
<tr>
<td>Prosody (P)</td>
<td>576</td>
<td>67.7</td>
<td>68.1</td>
<td>67.8*</td>
</tr>
<tr>
<td>VQ (V)</td>
<td>576</td>
<td>67.8</td>
<td>60.2</td>
<td>63.8*</td>
</tr>
<tr>
<td>MFCC (M)</td>
<td>1872</td>
<td>66.5</td>
<td>68.4</td>
<td>67.4*</td>
</tr>
<tr>
<td>Energy (E)</td>
<td>144</td>
<td>67.4</td>
<td>67.5</td>
<td>67.5*</td>
</tr>
<tr>
<td>Spectral (S)</td>
<td>1728</td>
<td>68.4</td>
<td>69.3</td>
<td>68.8*</td>
</tr>
<tr>
<td>All</td>
<td>4896</td>
<td>64.4</td>
<td>66.9</td>
<td>65.6°</td>
</tr>
<tr>
<td>FeatSub</td>
<td>518</td>
<td>69.1</td>
<td>70.0</td>
<td>69.5°</td>
</tr>
</tbody>
</table>

sure for imbalanced class distribution [31], therefore, we considered to measure Precision (P), Recall (R) and (F1). As we want to evaluate our system considering both the classes, we computed macro-averaged P, R and F1. Statistical significance has been reported using McNemar’s test, for the full feature set “All” with other results we present in Table 4.

4.3. Results and Discussion

The performances of different feature groups are reported in Table 4. A Naive-Bayes classifier has been designed using segment duration of overlap as a feature for the baseline results. The performance of the system using the feature set "All" gives a significant improvement of F1, 65.6 over the baseline result F1, 62.1. Following, each feature group results are reported to give an insight of how the group of features contributes to differentiate between the class labels.

The results indicating that spectral and prosody are the key distinguishing feature groups, giving a score of F1 68.8 and 67.8. It is also worth noticing that some feature groups contribute more on a specific class decision rather than overall. For instance, voice quality does not perform well in terms of overall system results, but when categorizing Ncm class, this feature group outperforms other feature groups, with F1 for Ncm of 86.9.

Most of the feature-category based classifiers outperforms the system trained on "All" features. Such data sparseness problem has been addressed by the feature selection. Using the optimal subset "FeatSub", with a reduction of 89.4% features, a F1 of 69.5 performance has been achieved, which is significantly better than the result with “All” set. The result of "FeatSub" is not statistically different from feature group. However, in terms of features and the dimension, "FeatSub" contains reduced and most distinctive features and further investigations is needed to understand its usefulness. The "FeatSub" contains approximately 79.34% spectral, mfcc and energy features, and 20.66% contains prosody and voice quality features. It is also noticed that the presence of Spectral feature group, containing features such as spectral flux, overshadows all other feature groups.

The experimental results of our study reveals that high-dimensional low-level features projected onto statistical functions followed by feature selection provides better insights to discriminate the type of overlaps.

5. CONCLUSIONS AND FURTHER WORK

This study illustrated automatic classification of competitiveness and non-competitiveness of overlap segments in real-world call-center data. It also introduced and evaluated an annotation scheme for the overlap categories. Different high-dimensional acoustic feature groups, their combination and an optimal subset by using feature selection were also discussed. We obtained a significant improvement in results using the model designed with the optimal feature subset compared to the full feature set. It is observed that spectral and prosody features play an important role for differentiating both classes, whereas, voice quality feature performs very well for defining non-competitive overlaps. Given the performances obtained, there is more room for improvement, which include the analysis of contextual and lexical features.
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