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Abstract Modern data-driven spoken language systems (SLS) require manual

semantic annotation for training spoken language understanding parsers. Multilin-

gual porting of SLS demands significant manual effort and language resources, as

this manual annotation has to be replicated. Crowdsourcing is an accessible and

cost-effective alternative to traditional methods of collecting and annotating data.

The application of crowdsourcing to simple tasks has been well investigated.

However, complex tasks, like cross-language semantic annotation transfer, may

generate low judgment agreement and/or poor performance. The most serious issue

in cross-language porting is the absence of reference annotations in the target
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language; thus, crowd quality control and the evaluation of the collected annotations

is difficult. In this paper we investigate targeted crowdsourcing for semantic

annotation transfer that delegates to crowds a complex task such as segmenting and

labeling of concepts taken from a domain ontology; and evaluation using source

language annotation. To test the applicability and effectiveness of the crowdsourced

annotation transfer we have considered the case of close and distant language pairs:

Italian–Spanish and Italian–Greek. The corpora annotated via crowdsourcing are

evaluated against source and target language expert annotations. We demonstrate

that the two evaluation references (source and target) highly correlate with each

other; thus, drastically reduce the need for the target language reference annotations.

Keywords Crowdsourcing � Evaluation � Semantic annotation �
Cross-language transfer

1 Introduction

With the increasing availability of intelligent digital assistants, spoken dialog

systems (SDS) are at the forefront of research and development both in academia

and industry. One of the main problems in the design of SDS for a multilingual user

population and multi-domain applications is the cross-language porting process.

Porting an existing SDS from one language to another essentially requires porting

its language-specific components. In this paper we are interested in cross-language

porting of spoken language understanding (SLU). The language understanding task

requires, for each new target language, a mapping from word sequences to concept

sequences or structures. This mapping has to take into account language differences

while grounding speech transcriptions into a shared semantic representation of a

task (e.g. travel reservation, open-domain personal assistant). We approach the

problem using a crowdsourced semantic annotation transfer task. To test the

applicability and effectiveness of the approach we consider the case of close and

distant language pairs: Italian–Spanish and Italian–Greek.

Researchers and designers of spoken dialog systems have proposed semantic

grammars to address the spoken language understanding (SLU) problem. Semantic

grammars are formal models that bind the lexical representation and the concepts of

a semantic representation. These models are usually based on hand-crafted rules and

provide good performance for restricted tasks or dialogue contexts, e.g. (Rigo et al.

2009). More recently, the availability of very large speech and language corpora has
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opened the opportunities for increased complexity and data-driven spoken language

understanding, e.g. (Bayer and Riccardi 2012). Data-driven approaches have a

superior performance and require less manual expertise, since they rely on

availability of a corpus annotated with domain concepts. Porting a data-driven SLU

involves generating annotated corpora in multiple languages while transferring the

semantic representation of the source language task. In this paper we will consider

the problem of cross-lingual porting of semantic annotations for a data-driven SLU

task using crowdsourcing.

Recent advancement in large scale statistical machine translation (SMT) and the

availability of off-the-shelf training tools have enabled the automation of the lexical

cross-language porting. With respect to the direction and the object of translation,

the approaches to spoken language understanding porting can be grouped under two

categories: test-on-source and test-on-target. In the test-on-source approach the

direction of translation is from a language the system is being ported to (target

language) to the language of the existing SDS (source language); and the goal of the

translation is to generate utterance transcriptions in the source language. Conse-

quently, SLU of the existing system is ‘extended’ via SMT to cover a new language.

The success of the approach depends on the quality of machine translation. In the

test-on-target approach (also referred to as train-on-target), the direction of

translation is the opposite, i.e. from the source language to the target language. In

this case an SLU model is trained in target language based on the corpus generated

by the source-to-target machine translation system and the semantic annotation

transfer process.

In the literature, the test-on-source approach is credited as having better

performance (Jabaian et al. 2010, 2011, 2013; Lefèvre et al. 2010; Calvo et al.

2016). The procedure is simpler to implement, since the only requirement is an SMT

system. Moreover, Stepanov et al. (2013) have demonstrated that application of

language-style and domain adaptation techniques to off-the-shelf and out-of-domain

data trained SMT systems allows to improve their test-on-source SLU performance.

Additional techniques such as statistical post-editing and ‘smeared’ SLU training

proposed in (Jabaian et al. 2013); and re-ranking of the SLU hypotheses with in-

domain joint language models trained on concept-word pairs proposed in (Stepanov

et al. 2013) make this approach even more appealing. However, the test-on-target

approach has its advantages, as it allows tuning and adaptation of the models in the

target language directly, and it does not have an overhead of SMT during real-time

execution.

The test-on-target approach relies on the automatic transfer of semantic

annotation from the source to the target language. Starting from early 2000’s, the

annotation transfer (projection) approach was successfully applied to create

monolingual annotated data for a variety of linguistic phenomena. Yarowsky et al.

(2001) transferred annotations from English to close and distant languages and

created resources for part-of-speech tagging (Xi and Hwa 2005), Noun phrase

chunking, named-entity tagging and morphological analysis. Other applications

include dependency parsing (Hwa et al. 2002), temporal annotation (Spreyer and

Frank 2008), word sense disambiguation (Bentivogli et al. 2004), information

extraction (Riloff et al. 2002), FrameNet (Padó and Lapata 2009), translation of
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Ontotext annotated biomedical patents (Gonzàlez et al. 2013), and others. In the

context of spoken language understanding, the methodology was applied in (Jabaian

et al. 2010, 2011, 2013) to transfer semantic annotation from French to Italian.

Jabaian et al. (2013) propose three annotation transfer approaches for spoken

language understanding using statistical word alignments: (1) training alignments

between source language concepts and target language utterances directly, (2)

transferring source language annotation indirectly through word alignments, and (3)

using SMT to translate text together with concept tags. The authors report indirect
alignment having the best performance. However, due to the language differences,

the lexical realization of concepts might differ across languages; and, as pointed out

in (Jabaian et al. 2013), this reduces the applicability of the cross-language

annotation transfer via statistical word alignments for distant language pairs (e.g.

French–Arabic). With the rise of crowd computing—the combination of crowd

intelligence and computational techniques—emerged an alternative to the annota-

tion transfer via statistical word alignments. In this paper we propose a

crowdsourcing task as a case of direct alignment for semantic annotation transfer.

Since in crowdsourcing the annotation transfer is performed by humans, the

approach avoids the issues of the SMT-based annotation transfer.

Complex tasks like semantic annotation transfer require workers to take

simultaneous decisions on chunk segmentation and labeling, while acquiring

domain-specific knowledge on-the-go. The increased task complexity may generate

low judgment agreement and/or poor performance. The goal of this paper is to cope

with these crowdsourcing requirements by providing semantic priming. The general
idea of the cross-language annotation transfer using indirect alignment is presented

in Fig. 1 that depicts Italian–Greek phrase alignment and how concepts from the

source language are mapped to the target language utterance. On the other hand, the

Fig. 1 General idea of cross-language annotation transfer using indirect alignment. Italian and Greek
utterances are not one-to-one aligned. A concept can be linked to a single word in Greek, but multiple
words in Italian or vice versa
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proposed task of primed crowdsourced semantic annotation transfer through direct
alignment is presented on Fig. 2. In the indirect alignment approach using

crowdsourcing, the crowd needs to know both languages, which reduces the number

of available workers. In the latter—direct alignment approach—the crowd generates

alignments between source language concepts and the target language utterance

tokens, without access to the original utterance. Consequently, the workers only

need to know the target language; which allows to access a larger pool of workers.

Unfortunately, in the context of cross-language annotation transfer to low-

resource languages, current crowdsourcing approaches face several limitations.

Crowdsourcing platforms have a very skewed distribution of users; thus, the

speakers of the desired low-resource language might be under-represented. Another

limitation is that the lack of annotated target language references makes the quality

control of workers difficult. We address these issues through the targeted
crowdsourcing approach (Chowdhury et al. 2014), and evaluate the quality of the

collected annotations using source language references and inter-annotator agree-

ment. The adequacy of the source language references is evaluated as a correlation

with the target language reference evaluation.

The paper is structured as follows. In Sect. 2 we describe the data set used for the

annotation transfer task. The section also provides further description of the

semantic annotation for spoken language understanding. In Sect. 3 we describe the

concepts of targeted crowdsourcing. In Sect. 4 we describe the cross-language

semantic annotation transfer methodology; and in Sect. 5 the targeted crowd-

sourcing task designed with respect to this methodology. In Sect. 6 we provide the

methodology for inter-annotator agreement and cross-language annotation transfer

evaluation. In Sect. 7 we describe the collected data and its evaluation. Section 8

provides concluding remarks.

Fig. 2 Crowdsourced semantic annotation transfer with priming as a case of annotation transfer using
direct alignment. The crowd aligns source language concepts and target language utterance tokens
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2 Data set

The data set used throughout the paper for annotation transfer is the Multilingual

LUNA Corpus (Stepanov et al. 2014), which is the professional translation of the

human–machine dialogs of the Italian LUNA Corpus (Dinarelli et al. 2009) to

Spanish, Turkish and Greek.1

The Italian LUNA Corpus (Dinarelli et al. 2009) is a collection of 723 human–

machine (approximately 4000 turns and 5 h of speech) and 572 human–human

(approximately 26,500 turns and 30 h of speech) spontaneous dialogs in the

hardware/software help desk domain. The dialogs are conversations of the users

involved in problem solving. While the human–human dialogs are recording of the

real user-operator conversations, the human–machine dialogs are collected using the

Wizard of Oz (WOZ) technique: the human agent (wizard) reacting to user requests

is following one of the ten scenarios identified as most common by the help desk

service provider. Text-to-speech synthesis (TTS) was used to provide responses to

the users.

The attribute-value annotation of LUNA corpus uses a predefined ontology of

concepts. There is an important distinction between the attribute of the concept, the
value of the concept, and the lexical span of the concept.

Since the domain of the LUNA corpus is hardware/software help desk, the

concepts are sets of domain-specific entities, such as hardware, peripheral, etc., and
actions, such as hardware operation, network operation, etc.. The ontology also

contains generic concepts such as user, number, time, etc.. The ontology consists of

45 unique concepts organized into two levels with the 26 top-level concepts. The

second level of concepts can be seen as properties of the top-level concept. For

example, for the top-level ‘generic’ concept user, the second level concepts are

name, surname, position, data, etc.; for the top-level concept computer, the second
level concepts are type (e.g. PC or laptop) and brand (e.g. DELL or HP). The two

levels are usually considered together as an attribute of a concept. Values of

concepts, on the other hand, in the computer.type example are PC or laptop. The
span of the concept is the portion of an utterance string—a number of consecutive

tokens—covered by the concept. The goal of this paper is to transfer the attribute-

value annotation across languages using crowdsourcing.

The multilingual LUNA corpus consists of text only, i.e. annotations have not

been transferred. While utterances in the corpus are in the source or target

languages; the concept attribute annotation of the LUNA Corpus is in English and

the ontology has not been translated.

Since the speaking style in the LUNA Corpus is conversational, the speech

transcriptions include disfluencies such as repetitions, word repairs, etc. For the

translations of the disfluencies, the professional translators were given two options.

If the language pair is close enough to allow replicating disfluencies in the target

language by the same morpho-syntactic means, without breaking the ‘naturalness’

of an utterance, they were replicated; and, if the speech disfluency in the target

language requires a different morpho-syntactic operation (e.g. determiner or

1 The corpora are available for research purposes from http://sisl.disi.unitn.it.
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preposition repetition in the source language is translated as a content word,

postposition or suffix repetition), the disfluency is marked in the text as such. As a

result, speech disfluencies are replicated in Spanish, and are marked in Turkish and

Greek. The multilingual LUNA corpus is intended as a reference resource for

research on data-driven spoken language system porting; and it is used for the

annotation transfer experiments in this paper.

3 Targeted crowdsourcing

Crowdsourcing is a task execution paradigm which endeavors to harness the

knowledge and wisdom of the crowd to produce results comparable to that produced

by domain experts. The most common form of crowdsourcing is the micro-tasking

computational model, which involves dividing a large task into several small units,

to be distributed to a crowd to perform. Researchers have successfully exploited

online crowdsourcing platforms to show that non-expert crowds can match the

performance of experts in natural language processing tasks such as speech

transcription (Marge et al. 2010; Parent and Eskenazi 2010), translation (Zaidan and

Callison-Burch 2011), and named entity annotation (Finin et al. 2010; Lawson et al.

2010) at a fraction of time and cost.

One major challenge while working with crowds on generalistic crowdsourcing

platforms like Amazon Mechanical Turk2 is attracting a large number of qualified

workers to participate in tasks, while filtering out spammers and low quality

workers. Since such online platforms usually do not have any in-place quality

control for the workers, it is the responsibility of the task-designer to implement

such checks. Most workers on such platforms lack skill-sets required to perform

complex tasks, which might require domain knowledge. The pseudo-anonymity

provided to the crowd-workers by these platforms makes it difficult for task-

designers to target high-quality workers, or workers with a desired skill-set

(Allahbakhsh et al. 2013; Fort et al. 2011). Traditionally, researchers have tried to

solve this problem by designing quality controls such as qualification tests, gold

standard evaluation on selected items of the task, and other techniques to penalize

low quality work. A complex task like annotation transfer requires workers to

exploit domain knowledge while taking simultaneous decisions on both segmen-

tation and labeling. This increased task complexity may generate low judgment

agreement and/or poor performance and may be unsuitable for in-the-wild

crowdsourcing.

In targeted crowdsourcing, the objective is to attract crowd-workers who are

likely to have the specialized skill sets and problem-solving expertise needed for the

target task, and to design the platform appropriately. Usually such custom platforms

are specifically designed for a particular task, targeted towards a particular group (or

demographics) of users.

For the task of semantic annotation transfer from one language to another, the

required skill is the target language proficiency (Spanish and Greek). The

2 https://www.mturk.com.
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demographic distribution of workers on platforms such as Amazon Mechanical Turk

is very skewed: close to 90% of turkers are from US and India (Ross et al. 2009).

Hence, the utility of the platform is low for NLP tasks involving languages of under-

represented speaker groups. The targeted crowdsourced annotation task described in

this paper was carried out in collaboration with the researchers from the target

language speaking institutions, who advertised the annotation task to workers with

the required language skills (i.e. proficiency in the target language and English). The

cross-language semantic annotation transfer methodology and the design of the task

used by the workers are described in the next sections.

4 Cross-language semantic annotation transfer methodology

As we defined in (Chowdhury et al. 2015), in a typical annotation task a set of items

U (e.g. utterances, images, etc.) is annotated by a set of annotators A to yield a set of

annotation hypotheses, that could be represented as a matrix H, such that:

U ¼ u1; . . .; ui; . . .; unf g
A ¼ a1; . . .; aj; . . .; am

� �

H ¼ U � A ¼ h1;1; . . .; hn;m
� �

The matrix H is a sparse one, since each utterance ui is annotated only by a subset of

annotators Ai. Let Hi;� represent a set of annotation hypotheses for an utterance ui
(row in the matrix H), and H�;j represent a set of annotation hypotheses by annotator
aj (column in the matrix H), such that:

Hi;� ¼ hi;1; . . .; hi;m
� �

H�;j ¼ h1;j; . . .; hn;j
� �

An item-level annotation hypothesis hi;j is essentially a mapping mi;j selected by an

annotator aj for an item ui from a set of all possible mappings Mi.

Mi ¼ ui � L ¼ mi;1; . . .;mi;x

� �

L ¼ l1; . . .; lxf g

where L is a finite set of task specific labels.

In case of a semantic annotation task, an utterance is annotated with a set of

domain-specific concepts, such that a concept covers a certain span of an utterance;

thus, the task consists of two sub-tasks: concept segmentation and labeling; and,
essentially, there is one label per word. Thus, an annotation hypothesis hi;j is a

mapping mi;j, which itself is a mapping between a sequence of wordsWi and a set of

concepts Cj selected by annotator aj from a set of domain concept C for the words in

an utterance ui. Thus, the set Mi of all possible mappings is more complex.
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Mi ¼ Wi � C ¼ mi;1;1; . . .;mi;k;l

� �

Wi ¼ wi;1; . . .;wi;k

� �

C ¼ c1; . . .; clf g

The goal of a cross-language semantic annotation transfer task is to generate an

annotation in the target language, which is as much as possible close to the source

language annotation. The ultimate goal of the annotation is to support the training of

machine learning algorithms. The most important factor for machine learning is

consistency of the annotations. Thus, crowdsourced annotations must be consistent

within themselves and with the source language annotation. Since concept anno-

tations in the source language are domain-specific, either the task has to be

simplified or the domain knowledge has to be transferred on-the-go to the

annotators.

For the simplification of the annotation task, one option is to reduce the label set

C to more coarse-grained concept labels—model-reducing simplification (Puste-

jovsky and Rumshisky 2014). The simplification is not applicable in our setting,

since we are loosing consistency with the source language annotation. A model-

preserving alternative is to decompose the task into smaller sub-tasks, as small as

pair-wise similarity judgments (Pustejovsky and Rumshisky 2014), for instance.

However, this simplification would require a lot more judgments to be collected.

Thus, the best choice for the cross-language semantic annotation transfer task is to

transfer the domain knowledge.

With respect to the annotation model we have just defined, the goal of

transferring the domain knowledge is to limit the number of word-to-concept

mappings mi;j an annotator can choose from Mi—a set of all possible mapping for

the utterance ui. Since generally only the source language expert annotations are

available, the first choice would be to allow only concepts from the source language

annotation; however, such a restriction would potentially disallow concepts that

otherwise the crowd would agree upon. Thus, the cross-language annotation transfer

task is designed for priming the annotators with the unique list of concepts from the

source language. Annotators are free to use it or ignore it altogether. Additionally,

the crowd can introduce new concepts from the ontology that are not present in the

source language annotation. In the next section we present the targeted

crowdsourcing task designed considering the proposed methodology.

5 Crowdsourced task design

Target language (Spanish and Greek) utterances from the Multilingual LUNA

Corpus (Stepanov et al. 2014) were delivered for crowdsourcing. Each worker had

to annotate 50 utterances presented on 5 pages (10 utterances per page).

The annotation task had concise instructions and a short video demonstrating the

process to workers. Since translations lack both segmentation and concept labels, a

worker had to perform two sub-tasks: concept segmentation and labeling. After

reading an utterance, a worker had to highlight a segment of an utterance covering a

Cross-language transfer of semantic annotation via...

123



single concept and select the most suitable label from a drop-down menu (See

Fig. 3).

As described in Sect. 2, the LUNA concept ontology contains a total of 45 unique

concepts arranged in a two-level hierarchy with 26 top-level concepts. To ease the

concept selection, the drop-down menu of concepts is arranged with respect to this

2-level hierarchy. No overlaps or nesting of concepts is allowed. However, a worker

could mark an utterance as containing no concepts.

The domain knowledge transfer as priming with the concepts from the source

language references is implemented in the form of a unique list of suggested

concepts on top of each utterance. The list provides a worker with semantic

information to support the annotation task. The workers were free to highlight and

mark segments matching the suggested concepts or ignore the list entirely.

The expert target language annotations were collected using the same task setup.

However, unlike the crowd, the experts had to annotate all the provided utterances.

6 Evaluation methodology

The task of cross-language transfer of semantic annotation via crowdsourcing

requires two-way evaluation: consistency within and across languages. Within

language consistency of the crowdsourced target language annotations is evaluated

as inter-annotator agreement, whereas cross-language consistency is evaluated using

standard information retrieval metrics of precision, recall and F-measure against the

source language references.

In a realistic cross-language annotation transfer there are no target language

references. In order to evaluate the adequacy of the source language references for

the annotation transfer evaluation, we compare the crowdsourced annotations to

Priming Translation

Domain
Knowledge

Fig. 3 Description of each task. For each target language utterance (Spanish or Greek), the concepts
from the source language (Italian) are used for priming. The domain knowledge is transferred using the
LUNA concept ontology
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both the source and the target language references and measure correlation between

the two.

6.1 Evaluation of inter-annotator agreement

The commonly accepted metric for the assessment of the quality of an annotated

resource is the agreement between annotators. The most widely used agreement

measure is j—Cohen’s (Cohen 1960) for two and Fleiss’ (Fleiss 1971) for several

annotators—which is a chance corrected percent agreement measure. Unfortunately,

j is designed for a setting with a fixed number of annotators over a fixed data set;

and this is not the case in crowdsourcing. Additionally, in text markup tasks, such as

annotation, the number of true negatives, required for the calculation of the

observed (Po) and chance agreements (Pe) in j, is not well defined (e.g. the number

of text segments discarded by the workers as concept chunks). These factors make j
impractical as a measure of agreement of crowdsourced annotation.

Equations 1–3 define Cohen’s j (Cohen 1960) and its observed (Po) and chance

(Pe) agreements in terms of true positives (TP), true negatives (TN), false positives
(FP) and false negatives (FN). In the equations N = TP ? TN ? FP ? FN.

j ¼Po � Pe

1� Pe

ð1Þ

Po ¼
TPþ TN

N
ð2Þ

Pe ¼
TPþFPð Þ� TPþFNð Þ

N
þ TNþFPð Þ� TNþFNð Þ

N

N
ð3Þ

An alternative agreement measure that does not depend on true negatives is Positive
(Specific) Agreement (Fleiss 1975) (Ppos, Eq. 4), also known as Dice’s similarity

coefficient (Dice 1945), which is identical to the widely used F1-measure (Hripcsak

and Rothschild 2005) (Eqs. 5–7). Even though Positive Agreement also requires a

fixed number of annotators and a common data set, since it does not rely on true
negatives and chance agreement, it is more suitable for the evaluation of a

crowdsourced annotation (Chowdhury et al. 2014).

Ppos ¼
2� TP

2� TPþ FPþ FN
ð4Þ

precision ¼ TP

TPþ FP
ð5Þ

recall ¼ TP

TPþ FN
ð6Þ
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F1 ¼ 2� precision� recall

precisionþ recall
¼ 2� TP

2� TPþ FPþ FN
ð7Þ

In the crowdsourcing experiments, we have collected 3 judgments per utterance;

thus, for computing pair-wise F1-measures we randomly assign each judgment to

one of the three hypothetical annotators. The reported F1-measures are averages of

pair-wise F1-measures among these three hypothetical annotators.

6.1.1 Exact and partial span matches

In text markup tasks annotators might select different spans all of which might be

considered correct. For instance, for the hardware concept the selected span might

be with the printer, the printer, or only printer. Thus, we report results for exact and
partial matches (Johansson and Moschitti 2010).

Partial matches are evaluated using ‘soft’ precision and recall metrics, as defined

in (Johansson and Moschitti 2010). Unlike exact match evaluation, where true
positives are counted only for spans that match the reference spans exactly; the
‘soft’ metrics consider the coverage of hypothesis spans. Coverage (c) of a span (s)
is calculated with respect to another span (s0), as the number of tokens the two spans

have in commons (intersection), as defined in Eq. 8, where |.| operator counts the

number of tokens. If two spans have different labels, the coverage is set to zero

c s; s0ð Þ ¼ js \ s0j
js0j : ð8Þ

For the set of spans S, the authors define span set coverage C with respect to the set

of spans S0 according to Eq. 9

C S; S0ð Þ ¼
X

si2S

X

sj2S0
c si; s

0
j

� �
: ð9Þ

Precision and recall metrics are calculated with respect to the span set coverage
according to Eqs. 10 and 11, where SH and SR are hypothesis and reference spans

respectively, and |.| operator counts the number of spans.

precisionðSR; SHÞ ¼
CðSR; SHÞ

jSH j
ð10Þ

recallðSR; SHÞ ¼
CðSH ; SRÞ

jSRj
ð11Þ

Since in semantic annotation tasks workers are taking two decisions, we evaluate

the agreement on these decisions separately as segmentation and labeling agree-

ments and jointly as semantic annotation agreement.
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6.1.2 Segmentation agreement

Segmentation agreement is the measure of the agreement of the workers on concept

spans regardless of the label they assign to the selected span. The averages of pair-

wise precision, recall and F1-measures are computed for exact and partially
matched spans for all annotated concepts and a subset of concepts common to all

annotators.

6.1.3 Labeling agreement

Labeling agreement is the measure of the agreement of the workers on the concept

labels, regardless of the agreement on their spans. Unlike segmentation agreement

there are no partial matches (each concept is represented by a single token). In order

to evaluate the labeling agreement independently from segmentation differences

(e.g.: a worker might choose to annotate numerical expressions like one seven as a

single number concept or as two), we additionally compute the agreement over sets
of annotated concepts (i.e. removing duplicates).

6.1.4 Semantic annotation agreement

Semantic annotation agreement is the measure that considers both segmentation and

labeling. It is the most strict of the inter-annotator agreement measures, since

annotators have to agree both on the label and on its span. Similar to Segmentation

Agreement, it is evaluated using pair-wise precision, recall and F1-measures for

exact and partially matched spans.

6.2 Evaluation of the quality of annotation transfer

The order of concepts in the source and the target languages might be affected by

the differences in the word-order between languages. Moreover, segmentation of an

utterance into concepts and their labeling might be affected by the languages’

morphology and syntax. For example, semantic annotation transfer for a verbal

negation concept from a language that expresses it as a word (e.g. English not or
Italian non) to a language that expresses it as an affix (e.g. Turkish -ma-) is not

possible without loss. Consequently, the accurate evaluation of the annotations

generated via crowdsourcing requires target language references. Unfortunately, in

a realistic annotation transfer scenario the target language references are not

available.

An alternative is to use the source language references for the labeling

evaluation. However, potential concept order differences due to the language

distance need to be accounted for. Consequently, the cross-language evaluation is

carried in different settings listed in Table 1.

For all the settings, we consider annotated concept labels (i.e. spans are not

considered) against the labels in the source (Italian) references and the target

language references. The two lists (hypothesis and reference) are aligned with
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respect to Levenshtein distance and precision, recall, and F1-measure are computed

with respect to the alignment errors: insertions (I), deletions (D), and substitutions

(S) according to the Eqs. 12–14.

precision ¼ C

C þ I þ S
ð12Þ

recall ¼ C

C þ Dþ S
ð13Þ

F1 ¼
2� precision� recall

precisionþ recall
ð14Þ

In the equations, C is the number of correct labels. Substitution counts both in

precision and recall, since it can be decomposed as insertion and deletion.

For the baseline evaluation—random re-sampling—we randomly select one of

the collected judgments and compute precision, recall, and F1-measure. The

procedure is repeated 1000 times and the results are averaged.

As an alternative to random hypothesis selection, we also evaluate a single

aggregate annotation hypothesis. Since the three judgments are over the same

utterance, we are applying simple majority voting on token level to decide on the

span and the label of concepts (out-of-span tokens are taken as having ‘null’ label).

All possible ties for majority voting are broken randomly; thus, similar to the

random re-sampling, the procedure is repeated 1000 times and the results are

averaged. Application of majority voting on the token level automatically conflates

the hypotheses; consequently, it is compared to random re-sampling only for the

settings with conflation (C, CS, and SC conditions described in Table 1). The

expectation is that majority voting improves the overall annotation transfer.

6.3 Evaluation of the adequacy of the source language references

To evaluate the adequacy of the source language references for the evaluation of

cross-language annotation transfer, we compute its correlation to the evaluation

using the target language references using the bootstrap method. In the bootstrap

method, we randomly select 300 judgments from all the judgments in crowdsourced

data, without replacement. For the selected samples, we compute edit distance

against the source and target language references. The procedure is repeated 10,000

times and Pearson’s correlation coefficient (r) is computed between the two settings.

To account for language distance, the correlation is computed for all the settings in

Table 1 for both random re-sampling and majority voting. In case high positive

correlation is observed between the evaluations against the two reference

annotations (source and target), we will conclude that the source language

references are adequate for the evaluation of the cross-language semantic annotation

transfer.
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7 Data analysis and evaluation results

In this section we first present the analysis of the collected data. Then, the

evaluation of the data in terms of (1) the effect of priming as a method of

constraining annotation variability, (2) inter-annotator agreement, and (3) annota-

tion transfer, as described in Sect. 6. Last we present the evaluation of the adequacy

of the source language references for the evaluation of annotation transfer.

7.1 Crowdsourced data analysis

For each target language, Spanish and Greek, 50 workers performed around 50

micro-tasks each for a period of 2 weeks. As described in Sect. 5, each micro-task

consists of annotations comprising of concept segmentation and labeling for a single

utterance. To build the consensus, we require at least 3 annotations per utterance.

From the set of utterances provided for annotation, we obtained at least 3

annotations for 763 utterances in Spanish, and for 536 in Greek. From all the

collected annotations, 416 utterances were annotated by both the crowd and the

experts in both languages. To be able to compare the annotation results across

languages, this common subset of 416 utterances was considered for evaluation (see

Table 2).

Table 3 presents the analysis of the data collected through crowdsourced

annotation on the common subset of the 416 utterances, 55 of which do not contain

any concepts in the source language references. While there are 1579 concepts in

the references (Italian), the reference annotation for Spanish (ESe) contains 1561

concepts and the reference annotation for Greek (ELe) contains 1091 concepts (31%

less). For the crowdsourced annotation, on the other hand, on average there are 1070

(32% less) concepts in Spanish and 1027 (35% less) concepts in Greek.

The comparison between the suggested and the annotated concepts per judgment

indicates that for Spanish 17% of suggested concepts were ignored by the expert,

while 16% of the annotated concepts were not from the suggested lists; where as for

Greek, 7% of suggested concepts were ignored by the expert, while 8% of annotated

concepts were not from the suggested lists. The number of introduced new concepts

is approximately the same for the experts and crowd workers; however, the number

of ignored concepts is higher for crowd workers for both Spanish and Greek.

Analysis of the annotations reveals that for both languages—Spanish and

Greek—the annotators tend to conflate annotations of consecutive action.negation3

and action concepts as a single action or action.negation concept. Additionally, for

Greek, the annotators tend to conflate consecutive number concepts into a single

one. The observation explains the target language annotations’ having less concepts

than the source language annotation (the second row of Table 3). Moreover, specific

to Spanish, the annotators prefer ‘generic’ concepts, like problem-hardware and

problem-general, over specific ones these concepts can be decomposed to, such as

hardware-operation and hardware. Consequently, for Spanish the number of

3 Concept attribute names are simplified for readability.
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ignored and added concepts with respect to the suggested list is higher than for

Greek.

While these numbers are not indicative of the inter-annotator agreement, they are

indicative of cross-language annotation transfer performance using the source

language references: the lower number of annotated concepts in the target languages

and the ratio of ignored concepts will impair recall, while the concepts that are not

from the suggested list will impair precision. Since the percentage of both ignored

and added concepts is higher for Spanish than for Greek, we expect better cross-

language annotation transfer for the latter. As for the case of the evaluation using the

target language references, we expect performance for Greek to be higher than for

Spanish, since the percent of the used suggested concepts is higher for both the

expert and the crowd annotators.

7.2 Crowdsourced data evaluation

For the analysis of the collected annotations, we first evaluate the effect of priming

and then inter-annotator agreement between workers in the primed setting. The

cross-language annotation transfer is evaluated last.

Table 2 Amount of target language utterances annotated in Spanish (ES) and Greek (EL) by expert and

crowd annotators

Data sets Total

Expert annotation 746

Crowd annotation: ES 763

Crowd annotation: EL 536

Common subset 416

Non-primed annotation: ES 420

Common subset is a set of utterances annotated by the experts and the crowd in both languages

Table 3 Data annotation statistics for Spanish (ES) and Greek (EL) with respect to the Italian references

(IT) for expert (e) and crowd (c) annotators in terms of annotated concepts in total and per worker

judgment

IT ESe ESc ELe ELc

# of concepts 1579 1561 1070 1091 1027

% of concepts w.r.t. source (IT) 100% 99% 68% 69% 65%

Suggested concepts list usage (per judgment)

% of annotated concepts (w.r.t. Ref.) 100% 83% 74% 93% 82%

% of ignored concepts (w.r.t. Ref.) 0% 17% 26% 7% 18%

% of added concepts (w.r.t. Hyp.) 0% 16% 16% 8% 7%

For crowdsourced annotations (ESc and ELc) values are averages across all judgments. While percent of

annotated concepts is with respect to the total number of concepts, for suggested concept list usage

percentages are with respect to the unique lists of concepts
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7.2.1 Semantic priming

As previously mentioned, the goal of priming in semantic annotation is two-fold: (1)

to transfer the domain knowledge and (2) to constrain the word-to-concept mapping

choices of the crowd. Thus, it is naturally expected that the annotation hypotheses

collected in primed setting will have higher inter-annotator agreement, as well as be

more consistent with the source language annotation.

An experiment comparing primed and non-primed settings is conducted for

Spanish using 420 utterances from Multilingual LUNA Corpus (Stepanov et al.

2014). The inter-annotator agreements for both settings are given in Table 4 and the

cross-language transfer performances using random re-sampling are given in

Table 5. In both cases, the annotations collected using priming have much higher

F1-measures. Thus, we conclude that priming is effective for both domain

knowledge transfer and restricting the mapping choices.

7.2.2 Inter-annotator agreement

In this section we provide results of the inter-annotator agreement evaluation—

segmentation agreement, labeling agreement, and semantic annotation agreement.

Segmentation agreement measures the agreement between the workers on

concept spans regardless of the label they give to the selected span. The averages of

the pair-wise precision, recall and F1-measures are reported for the exactly and

partially matched spans for all concepts in Table 6 and for the matched concepts in

Table 7. The agreement on the partial matches is 0.615 for Spanish and 0.654 for

Greek, when all annotated concepts are considered, i.e. considering also ‘missing’

concepts identified only by one of the annotators. Whereas the segmentation

agreement on the matched concept spans for all of the judgments for an utterance is

Table 4 Inter-annotator agreement for Spanish primed and non-primed annotation settings reported as

averages of pair-wise precision (P), recall (R) and F1-measures (F1) for the lists of unique concepts

regardless of the order

P R F1

Non-primed 0.369 0.341 0.354

Primed 0.622 0.560 0.590

Table 5 Cross-language transfer performance for Spanish primed and non-primed annotation settings

using random re-sampling as averages of precision (P), recall (R) and F1-measure (F1) of 1000 iterations

P R F1

Non-primed 0.421 0.238 0.304

Primed 0.773 0.477 0.590
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higher: 0.720 for Spanish and 0.716 for Greek. Overall, the segmentation agreement

on the whole data and the set of matched concepts is similar across languages.

Labeling agreement measures the agreement of the workers on the concept

labels, regardless of the agreement on their spans. The labeling agreement results

are reported in Table 8. The average of pair-wise F1-measures for the exact match

(Exact in Table 8) is 0.480 for Spanish and 0.508 for Greek. The average of pair-

wise F1-measures for the set match condition is considerably higher—Spanish:

0.657 and Greek: 0.739. The results indicate that there are differences in the

segmentation of the same concepts.

Semantic annotation agreement measures segmentation and labeling annotation

jointly. It is the most strict of the inter-annotator agreement measures, since

annotators have to agree both on the label and on its span. The results are reported in

Table 6 Segmentation agreement reported as averages of pair-wise precision (P), recall (R) and F1-

measures (F1) for exact and partial matches on all concepts

ES EL

P R F1 P R F1

Exact 0.427 0.394 0.410 0.427 0.402 0.414

Partial 0.632 0.599 0.615 0.676 0.633 0.654

Table 7 Segmentation agreement reported as averages of pair-wise precision (P), recall (R) and F1-

measures (F1) for exact and partial matches on the set of matched concepts

ES EL

P R F1 P R F1

Exact 0.545 0.514 0.529 0.483 0.496 0.490

Partial 0.739 0.702 0.720 0.710 0.722 0.716

Table 8 Labeling agreement reported as averages of pair-wise precision (P), recall (R) and F1-measures

(F1) for exact match (O) and set (SC), that compares lists of unique concepts regardless of the order

ES EL

P R F1 P R F1

Exact

(O) 0.500 0.461 0.480 0.523 0.494 0.508

Set

(SC) 0.678 0.637 0.657 0.768 0.712 0.739
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Table 9. The average of pair-wise F1-measures for partial matches is only 0.498 for

Spanish (ES), and 0.537 for Greek (EL).

The inter-annotator agreement for each of the sub-tasks of the semantic

annotation indicates the variability in annotation between the non-expert annotators,

which also indicates the complexity of the semantic annotation transfer task. Since

the task is to transfer the semantic annotation of the source language to a target

language, we have the expert annotated source and target language references; thus,

next we exploit these references to evaluate the quality of transfer and acceptability

of the collected annotations.

7.2.3 Evaluation of annotation transfer

The availability of the target language references allows us to estimate the upper

bound of the annotation transfer performance via crowdsourcing. To estimate the

upper bound, we compute labeling agreement as precision, recall and F1 between

the source and the target language references annotations. As previously mentioned,

for Spanish expert annotations, the number of ignored and added concepts are

higher than for Greek, despite the fact that for Greek less concepts were annotated.

Thus, we expect the Greek expert annotations to have higher agreement with Italian

than the Spanish annotations.

The labeling agreement for the reference annotations is reported in Table 10

(Expert agr. row) for each of the evaluation settings defined in Table 1. Overall, the

agreement between the source Italian annotations and the expert target language

annotations is good. For both languages the best agreement is observed for the SC
setting (i.e. set): F1 ¼ 0:777 for Spanish and F1 ¼ 0:926 for Greek. The difference

between the two languages is evident in the fact that for Greek the agreements are

higher for the conflated evaluation settings (C and CS), whereas for Spanish they are

higher for the settings without conflation, i.e. the original (O) and the sorted (S)

concept strings. As expected, for Greek the agreement is higher for all the

evaluation settings.

The results for the two evaluation settings for crowdsourced annotation—random

re-sampling and majority voting—against the source and the target language

references are reported in Table 10. For majority voting, we report only conflated

results (i.e. C, CS, and SC), as the technique conflates the adjacent concepts with the

same label into a single one.

Table 9 Semantic annotation agreement—jointly for segmentation and labeling—reported as averages

of pair-wise precision (P), recall (R) and F1-measures (F1) for exact and partial matches

ES EL

P R F1 P R F1

Exact 0.370 0.341 0.355 0.367 0.346 0.357

Partial 0.515 0.482 0.498 0.555 0.520 0.537
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The first observation is that performances of the majority voting output are higher

than the random re-sampling for both Spanish and Greek. The observation indicates

that the combination of crowdsourcing with computational techniques is useful for

the cross-language annotation transfer. The second observation is that the crowd

performance is below the expert agreement with the source language reference

annotation for both languages, except the SC (set) setting for Spanish, where the

crowd performance reaches the upper-bound of expert agreement (F1 ¼ 0:777). For
Greek, generally, all the performances are higher. The difference is predicted from

Table 3, as Greek crowdsourced data has less ignored and added concepts, as well

as the numbers are closer to that of the expert annotations. The third observation is

that the performance differences are preserved in the evaluation against the source

and the target language references. Thus, the source language references alone are

sufficient for the estimation of the crowd performance. In the next section we

evaluate the correlation between the evaluations using the source and the target

language references.

7.3 Correlation of the source and the target semantic reference annotations

As previously mentioned, we use the bootstrap method to randomly select 300

judgments from all the judgments in crowdsourced data, without replacement, and

repeat the procedure 10,000 times. The correlation performance is reported in

Table 11. The values in the table are indicative of several factors.

Similar to the annotation transfer performance, for Spanish, the highest

correlation is for the original concept string and the sorted concept string.

Moreover, the values are close to each other: 0.73 and 0.75. The high correlation for

these two settings indicates the word order closeness of the two languages, as well

Table 10 Annotation transfer as F1-measure for random re-sampling (RandRS) and majority voting

(MV) evaluated against the source language (SRC) Italian references and the target language (TGT)
Spanish (ES) or Greek (EL) references under the evaluation settings reported in Table 1: original concept

string (O), and using operations of Sorting (S) and Conflation (C) of the adjacent concepts with the same

label

ES EL

O C S CS SC O C S CS SC

Expert agr.

0.729 0.688 0.750 0.725 0.777 0.767 0.859 0.787 0.879 0.926

SRC

RandRS 0.614 0.638 0.645 0.675 0.728 0.661 0.729 0.690 0.762 0.820

MV – 0.674 – 0.716 0.777 – 0.770 – 0.798 0.861

TGT

RandRS 0.617 0.625 0.627 0.638 0.683 0.679 0.717 0.707 0.750 0.784

MV – 0.657 – 0.669 0.718 – 0.753 – 0.773 0.816

The Expert arg. row reports the expert annotator agreement for the same evaluation settings, and rep-

resents the upper-bound of the crowdsourced semantic annotation transfer
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as similarity of Spanish and Italian reference annotations. For Greek, on the other

hand, the highest correlation is observed for the settings that apply conflation (C,

CS, and SC). This correlation is also predictable from the concept count differences

between the Italian and Greek references.

The correlation for majority voting is higher than the correlation for random re-

sampling for both languages for all the evaluation settings except SC. The

difference for Greek is negligible: 0.80 versus 0.79, for random re-sampling and

majority voting, respectively. For Spanish the difference is higher: 0.66 versus 0.63.

Table 11 suggests that it is better to conflate the hypotheses for Greek (C, CS, or

SC), but not for Spanish. As for the original and the sorted concepts string settings,

for Greek there are weak positive correlations (0.42 and 0.39 for random re-

sampling), and for Spanish the correlations are high (0.73 and 0.75). Overall, the

high positive correlation between evaluations using the source and the target

language references for the selected settings per language supports the adequacy of

the cross-language transfer evaluation using the source language references.

8 Conclusion

In this paper we have addressed the problem of transferring the semantic annotation

from the source language corpus (Italian) to close and distant languages—Spanish

and Greek—via crowdsourcing. We have addressed the issue of the skewed

language speaker distribution of current crowdsourcing platforms by using targeted

crowdsourcing. We have presented the domain and language independent approach

to transfer domain knowledge, required for the semantic annotation, via priming

with the source language concepts. Additionally, we have presented the method-

ology to assess the quality of the crowd annotated corpora using inter-annotator

agreement and evaluation against the source language references. We have

demonstrated that by combining the ‘power of the crowd’ in the form of multiple

hypotheses with a computational methods the resulting corpus achieves accept-

able annotation quality. Most importantly, we have evaluated the adequacy of the

source language references for the evaluation of cross-language annotation transfer,

and found a high correlation between the source and the target language reference

evaluation. Thus, we have demonstrated that for the evaluation of cross-language

porting it is sufficient to have the source language references only, avoiding the

effort of collecting the target language reference annotations.

Table 11 Correlation of performance between using expert source and target language references as

Pearson’s r for 300 random utterances for random re-sampling (RandRS) and majority voting (MV)

ES EL

O C S CS SC O C S CS SC

RandRS 0.73 0.64 0.75 0.66 0.66 0.42 0.79 0.39 0.76 0.80

MV – 0.66 – 0.67 0.63 – 0.80 – 0.79 0.79

Scores are averages of 10,000 iterations
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